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ABSTRACT

Sorting is an important data structure operation, which makes easy searching, arranging and locating the information. I have discussed about various sorting algorithms with their comparison to each other. I have also tried to show this why we have required another sorting algorithm, every sorting algorithm have some advantage and some disadvantage. Sorting involves rearranging information into either ascending or descending order. Sorting is considered as a fundamental operation in computer science as it is used as an intermediate step in many operations. The goal of this paper is to review on various different sorting algorithms and compares the various performance factors among them.
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1. INTRODUCTION

Sorting is the rearrangement of a list into an order defined by a monotonically increasing or decreasing sequence of sort keys, where each sort key is a single-valued function of the corresponding element of the list. Sorting reorders a list into a sequence suitable for further
processing or searching. Often the sorted output is intended for people to read; sorting makes it much easier to understand the data and to find a datum.

Sorting is used in many types of programs and on all kinds of data. It is such a common, resource-consuming operation that sorting algorithms and the creation of optimal implementations constitute an important branch of computer science.

2. CRITERIA FOR SORTING:
The piece of data actually used to determine the sorted order is called the key. Sorting algorithms are usually judged by their efficiency. In this case, efficiency refers to the algorithmic efficiency as the size of the input grows large and is generally based on the number of elements to sort. Most of the algorithms in use have an algorithmic efficiency of either O(n^2) or O(n*log(n)).

3. CLASSIFICATION OF SORTING ALGORITHMS:
Computational complexity (worst, average and best behavior) in terms of the size of the list (n). For typical serial sorting algorithms good behavior is O(n log n) and bad behavior is O(n^2). Ideal behavior for a serial sort is O(n), but this is not possible in the average case. Optimal parallel sorting is O(log n). Comparison-based sorting algorithms, need at least O(n log n) comparisons for most inputs.

- **Memory usage** (and use of other computer resources): In particular, some sorting algorithms are "in-place". Strictly, an in-place sort needs only O(1) memory beyond the items being sorted; sometimes O(log(n)) additional memory is considered "in-place".
- **Recursion**: Some algorithms are either recursive or non-recursive, while others may be both (e.g., merge sort).
- **Stability**: stable sorting algorithms maintain the relative order of records with equal keys (i.e., values).
- Whether or not they are a comparison sort. A comparison sort examines the data only by comparing two elements with a comparison operator.
- **General method**: insertion, exchange, selection, merging, etc.
- **Exchange sorts** include bubble sort and quicksort.
- **Selection sorts** include heap sort. Also whether the algorithm is serial or parallel.
- **Adaptability**: Whether or not the presortedness of the input affects the running time. Algorithms that take this into account are known to be adaptive.

4. VARIOUS SORTING ALGORITHMS

4.1. Bubble sort
A bubble sort compares the adjacent elements in an array and exchanges or swaps with it if they are out of order. This occurs in the process of passes. In this way, smaller values "bubble" to the top and larger to the end. This process continues till the end where the array is sorted completely from small to large.

Figure 1 depicts, where
• first it checks all the elements in given array and compares the first two numbers.
• The number 54 is checked with each number. If 1<sup>st</sup> number is greater than 2<sup>nd</sup> number then it swaps. Same case occurred in the below example for first pass hence exchange takes place. (54>26)
• Similarly, 54 is compared with 93 (54<93) hence no exchange takes place.
• This process continues till all values are in order.

```
Bubble Algorithm
BubbleSort (A)
for i=1 through n do
    for j=n through i+1 do
```

![Figure 1: Explanation of Bubble Sort](image)

Figure 1 Explanation of Bubble Sort
4.2. SELECTION SORT

The selection sort improves on the bubble sort by making only one exchange for every pass through the list. In order to do this, a selection sort looks for the largest value as it makes a pass and, after completing the pass, places it in the proper location. As with a bubble sort, after the first pass, the largest item is in the correct place.

After the second pass, the next largest is in place. This process continues and requires \( n-1 \) passes to sort \( n \) items, since the final item must be in place after the \((n-1)\) pass.

Figure 2 depicts, on each pass, the largest remaining item is selected and then placed in its proper location. The first pass places 93, the second pass places 77, the third places 55, and so on.

![Figure 2 Explanation of Selection Sort](image)

\[
\text{for } i \leftarrow 0 \text{ to } N - 1 \text{ do}
\]
\[
\quad \text{Min} \leftarrow i
\]
\[
\quad \text{for } j \leftarrow 0 \text{ to } N - 1 \text{ do}
\]
\[
\quad \quad \text{if } A[j] \leq A[\text{Min}] \text{ then}
\]
\[
\quad \quad \quad \text{Min} \leftarrow j
\]
\[
\quad \quad \text{end if}
\]
\[
\quad \text{end for}
\]
\[
\quad \text{if } i \neq \text{Min} \text{ then}
\]
\[
\quad \quad \text{Swap}(A[i], A[\text{Min}])
\]
\[
\quad \text{end if}
\]
\[
\text{end for}
\]
4.3. Insertion Sort

The insertion sort, although still O(n^2), works in a slightly different way. It always maintains a sorted sub list in the lower positions of the list. Each new item is then “inserted” back into the previous sub list such that the sorted sub list is one item larger. We begin by assuming that a list with one item (position 0) is already sorted. On each pass, one for each item 1 through n−1, the current item is checked against those in the already sorted sub list. As we look back into the already sorted sub list, we shift those items that are greater to the right. When we reach a smaller item or the end of the sub list, the current item can be inserted.

Figure 3 depicts, at this point in the algorithm, a sorted sub list of five items consisting of 17, 26, 54, 77, and 93 exists. We want to insert 31 back into the already sorted items. The first comparison against 93 causes 93 to be shifted to the right. 77 and 54 are also shifted. When the item 26 is encountered, the shifting process stops and 31 is placed in the open position. Now we have a sorted sub list of six items.

![Diagram of Insertion Sort]

**Figure 3** Explanation of Insertion Sort
4.4. Quick Sort

The quick sort uses divide and conquer. A quick sort first selects a value, which is called the pivot value. Although there are many different ways to choose the pivot value, we will simply use the first item in the list. The role of the pivot value is to assist with splitting the list. The actual position where the pivot value belongs in the final sorted list, commonly called the split point, will be used to divide the list for subsequent calls to the quick sort.

1) Using external memory:
   - Pick a —pivot item
   - Partition the other items by adding them to a —less than pivot sublist, or —greater than pivot sublist
   - The pivot goes between the two lists
   - Repeat the quicksort on the sublists, until you get to a sublist of size 1 (which is sorted).
   - Combine the lists — the entire list will be sorted

2) Using in-place memory:
   - Pick a pivot item and swap it with the last item. We want to partition the data as above, and need to get the pivot out of the way.
   - Scan the items from left-to-right, and swap items greater than the pivot with the last item (and decrement the —last counter). This puts the —heavy items at the end of the list, a little like bubble sort.
   - Even if the item previously at the end is greater than the pivot, it will get swapped again on the next iteration.
   - Continue scanning the items until the —last item counter overlaps the item you are examining – it means everything past the —last item counter is greater than the pivot.
   - Finally, switch the pivot into its proper place. We know the —last item counter has an item greater than the pivot, so we swap the pivot there.
   - Now, run quicksort again on the left and right subset lists. We know the pivot is in its final place (all items to left are smaller; all items to right are larger) so we can ignore it.

3) Using in-place memory with two pointers:
   - Pick a pivot and swap it out of the way
   - Going left-to-right, find an oddball item that is greater than the pivot
   - Going right-to-left, find an oddball item that is less than the pivot
   - Swap the items if found, and keep going until the pointers cross — re-insert the pivot
   - Quicksort the left and right partitions
• Note: this algorithm gets confusing when you have to keep track of the pointers and where to swap in the pivot

![Diagram of Quick Sort](image)

**Figure 4** Explanation of Quick Sort

Figure 4 shows that 54 will serve as our first pivot value. Since we have looked at this example a few times already, we know that 54 will eventually end up in the position currently holding 31. The partition process will happen next. It will find the split point and at the same time move other items to the appropriate side of the list, either less than or greater than the pivot value.

### 4.5. Merge Sort

Merge sort is a recursive algorithm that continually splits a list in half. If the list is empty or has one item, it is sorted by definition (the base case). If the list has more than one item, we split the list and recursively invoke a merge sort on both halves. Once the two halves are sorted, the fundamental operation, called a merge, is performed. Merging is the process of taking two smaller sorted lists and combining them together into a single, sorted, new list. Figure 5 depicts algorithm of merge sort.

Figure 6 shows our familiar example list as it is being split by Merge Sort. The simple lists, now sorted, as they are merged back together.
4.6. Heap Sort
Heap Sort is one of the best sorting methods being in-place and with no quadratic worst-case scenarios. Heap sort is a much more efficient version of selection sort. It also works by determining the largest (or smallest) element of the list, placing that at the end (or beginning) of the list, then continuing with the rest of the list, but accomplishes this task efficiently by using a data structure called a heap, a special type of binary tree.
4.7. Cocktail Shaker Sort

The cocktail shaker sort is an improvement on the Bubble Sort. The improvement is basically that values "bubble" both directions through the array, because on each iteration the cocktail shaker sort bubble sorts once forward and once backward. In simple words, the difference between cocktail sort and bubble sort is that instead of repeatedly passing through the list from bottom to top, it passes alternately from bottom to top and then from top to bottom.

Once the data list has been made into a heap, the root node is guaranteed to be the largest (or smallest) element. When it is removed and placed at the end of the list, the heap is rearranged so the largest element remaining moves to the root. Using the heap, finding the next largest element takes $O(\log n)$ time, instead of $O(n)$ for a linear scan as in simple selection sort. This allows Heap sort to run in $O(n \log n)$ time, and this is also the worst-case complexity.

The result is that it has a slightly better performance than bubble sort, because it sorts in both directions. (Bubble sort can only move items backwards one step per iteration.) Normally cocktail sort or shaker sort pass (one time in both directions) is counted as two bubble sort passes. In a typical implementation the cocktail sort is less than two times faster than a bubble sort implementation. Because you have to implement a loop in both directions that is changing each pass it is slightly more difficult to implement. Figure 8 depicts the explanation.

**Figure 7** Explanation of Heap Sort

**Figure 8** Explanation of Cocktail Shaker Sort
5. ANALYSIS OF SORTING ALGORITHMS

Figure 9 depicts the comparison of various sorting algorithms, illustrates time complexity in terms of best, average and worse, space complexity and stability complexity. As per the analysis cocktail shaker algorithm is outperforming.

![Figure 9](image.png)  
**Figure 9** Comparison of various sorting algorithms

6. CONCLUSION

Sorting is used in many types of programs and on all kinds of data. It is such a common, resource-consuming operation that sorting algorithms and the creation of optimal implementations constitute an important branch of computer science. As per the survey, cocktail sort is an improved version of bubble sort, where we can perform backward and forward sorting simultaneously, which increases the efficiency.
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