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ABSTRACT

Genetic Algorithms (GAs) plays a vital role in finding the optimal correct solution of different problems. Some factors and operators it depends on are: population size, selection, mutation and crossover. Many researchers were engaged in the process of determining these operators. In this paper, we will introduce a new mechanism for self-adaptions of Steady State Genetic Algorithms (SSGAs) operators. Applying the suggested method to the problem of the Traveling Salesman Problem (TSP) proved to be more successful in comparison to other traditional methods.
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1. INTRODUCTION

Darwin’s theory of biological evaluation inspired the invention of genetic algorithm (GA). It can be used as an optimization algorithm to solve both minimization and maximization problem. Usage of GA depends on some genetic operators like; selection, crossover and mutation. It is specified as a well-established, flexible, of easy programming method [1].

GA strength is demonstrated by its capability to locate the global optimum in a multimodal surrounding. Unfortunately. The results it delivers bear a definite measure of untrustworthiness regardless of how efficient and strong a genetic algorithm may be. Genetic Algorithm can, therefore, locate the global optimum only with some probability of successes. A substantial attention has been paid to increase this probability. In that regard, two major approaches can be recognized:

The first approach is designing a GA for a class of specified problems. This approach includes creating data structures and a genetic operator's characteristic program. The approach is nevertheless problem-specific and needs a lot of modeling for each purpose.
The second approach acts on the algorithm directly by trying to increase the efficiency of change in its internal structure. This method does not, generally, improve the performance of the algorithm as the first one, but it is not problem-dependent, and it does not limit the applicability of the algorithm at all.

This paper suggests a new method for self-adaptation of Steady State Genetic Algorithms (SSGAs) operators and applied on a well-known problem the traveling salesman problem (TSP) [2, 3, and 4]. The adaptive method presented here is an example of the second approach mentioned earlier.

The remaining part of the paper is organized in four sections: in the next section we describe briefly the genetic algorithm and TSP. A brief literature survey follows in section 3. The test results are presented in section 4 and the conclusions and the future perspectives of this work are discussed in section 5.

2. BACKGROUNDS
In the following sections a brief description of GA and TSP were introduced.

GA is inspired natural selection, the process that drives biological evolution and is used as a method for solving optimization problems. GA modifies a population of individual solutions repeatedly. The genetic algorithm selects randomly, at each step, individuals from the current population are selected to be parents and the GA uses them to produce the children for the next generation. GA operators are: Selection, Crossover, Mutation and Replacement. Figure 1 showing GA cycle [5].

![Figure 1 GA cycle](image)

2.2. Travel Salesman Problem (TSP):
TSP is defined as an assignment to discover the shortest Hamiltonian cycle or path in complete graph of L nodes. The aim is to find out a visit of a specified number of cities (visiting each city precisely once) where the length path of this visit is minimized [5].
3. LITERATURE SURVEY
To update the distribution index, a self-adaptive procedure is proposed by Umbarkar, A.J. and Sheth, P.D. [1], to be used in the simulated binary crossover proposal, this crossover is also good for multi-objective optimization problem.

Pellerin, E., Pigeon, L. and Delisle, S. [6], propose an approach to encode the control of a GAs parameters within every individual’s chromosome. The parameters values are totally reliant on on the evolution mechanism and on the problem context, the results in this paper show that a GA can learn and assess the quality of self-set parameters according to their role in solving problem. These results indicate a promising approach to the development of GAs with self-adaptive parameter settings. The user does not require to pre-adjust parameters at the outset according to that approach, Tree Adjoining Grammar Guided Genetic Programming (TAG3P) is a new algorithm for self-adapting crossover and mutation rates in the specific genetic programming is proposed by Nam L., Hao H., and Canh V. [7]

Rajan K. [8] developed a new adaptive technique and a new crossover operator. It is based on the conjugate gradient technique. That technique is applied in adaptive GA and applications of adaptive GA for two types of real life problems. The algorithm is even useful for finding the solution of Travelling Sales Man Problem, one can see that the present algorithm can produce, within a short execution time the best solutions for TSP. The efficacy of the algorithm is shown with 15 cities and 40 cities TSP.

Deb, K. and Beyer, H.G [9] have developed a self-adaptive GA. This paper shows the self-adaptive feature of real-parameter genetic algorithms (GAs) while using the simulated binary crossover (SBX) operator. The self-adaptive performance of real parameter GAs is demonstrated on several test problems commonly-used in the ES literature.

4. THE PROPOSED SELF-ADAPTATION ALGORITHMS
In this section, the suggested algorithm is illustrated in Algorithm1;
Algorithm 1.
Input: the size of the population, the maximum number of genetic cycles, the total number of cities and a matrix named Cost that contains the distance between two cities.
Output: the optimization solution of TSP using self-adaptation algorithms (the best solution is the least distance).

Setting the parameters: the required parameters are set to identify the problem to be resolved and include: the size of the population, the maximum number of genetic cycles, the total number of cities and a matrix named Cost that contains the distance between two cities.

Generating a random population: the population is designed to consist of a group of individuals represented by chromosomes. Each chromosome in turn contains two parts
1) The first part presents the problem to be solved in this paper and includes all the cities that must be visited by the traveling salesman. length is the number of all cities to be visited.

The second part represents a gene for one of the genetic operators (selection, crossover, mutation, replacement), their initial values is calculated randomly during implantation.

This will be explained further in section 4.1

After the initialization of the GA, the evaluation of suitability for every individual in the population starts as the following: the first part of the chromosome in this problem are
evaluated according to the distance taken by the traveling sales man (the best solution is the least distance).

Fitness = Distance

Where Distance = \( \sum_{i=0}^{n} \text{Cost}[\text{gen}[i], \text{gen}[i+1]] \)

Where Cost is the matrix that contains the distance between two cities.

\( i \) is the index of genes of chromosome

\( \text{Gen}[i] \) is the city number in the gene of chromosome.

\( N \) is the length of first part of chromosome.

**Selection**: select randomly the first individual from the population, the second individual is recognized using the gen selected from the second part of the chromosome of the first individual.

**Crossover**: Crossing of two individuals by using the parameters of the selected individual with best fitness to form new offspring.

**Mutation of new children**: This is achieved by using the parameter in the individual with the best fitness.

**Evaluation**: Estimate the fitness of each children.

**Replacement**: Substitute two children instead of two individuals in the population using the parameter in the child with the best fitness.

**Stopping point**: The implementation of the replication of the genetic algorithm depends on one of the following conditions:

- Access to the maximum number of generations previously identified.
- When the whole population becomes a solution

Table (1) shows the types of operators used in the proposed self-adaptation method. In this experiment, 3 selection operators, 4 crossover operators, 2 mutation operators, and 4 replacement operators are chosen.

The mutation probabilities and crossover are randomly set in the algorithm. The random numbers values are in the range \([0.0, 1.0]\). The number of cities is variable. The genetic operators to steady state genetic algorithm are applied to test the performance of our approach.

<table>
<thead>
<tr>
<th>Table 1 genetic operators in steady state genetic algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Selection operator (Os)</strong></td>
</tr>
<tr>
<td>Binary Tournament selection</td>
</tr>
<tr>
<td>Triple Tournament Selection</td>
</tr>
<tr>
<td>Boltzmann Tournament Selection</td>
</tr>
<tr>
<td><strong>Crossover operator (Oc)</strong></td>
</tr>
<tr>
<td>One-point crossovers</td>
</tr>
<tr>
<td>Two points crossovers</td>
</tr>
<tr>
<td>Uniform crossovers</td>
</tr>
<tr>
<td>Partial Match Crossover (PMX)</td>
</tr>
<tr>
<td><strong>Mutation operator (Om)</strong></td>
</tr>
<tr>
<td>One mutation at random position</td>
</tr>
<tr>
<td>Two mutations at random position</td>
</tr>
<tr>
<td><strong>Replacement operator (Or)</strong></td>
</tr>
<tr>
<td>Binary Tournament Replacement</td>
</tr>
<tr>
<td>Triple Tournament replacement</td>
</tr>
<tr>
<td>Weak Parent Replacement</td>
</tr>
<tr>
<td>Random Replacement</td>
</tr>
</tbody>
</table>
4.1. Generate random population Details

Suppose that the total number of cities visited by the travelling salesman = 20. Thus, the number of genes in the chromosome equals 20 genes. Each gene is the city number and represents an integer number between 0 and 19, in addition to four genetic operators, hence the length of the chromosome equals 24 genes. Figure 2 represents the chromosome shape of the example above:

```
5  14  0  8  9  19  3  7  1  6  2  11  15  18  17  4  10  12  16  13  2  2  1  3
```

**Figure 2** The proposed coding method for the chromosome

The first part of the chromosome represents the path of the traveling salesman. The second part of the chromosome represents genetic factors:

- The first gene represents the type of selection. Here in this example, the value of 2 is the Triple Tournament Selection method as shown in Table 1.
- The second gene represents the type of crossover. Here in this example, the value of 2 is the two point crossover method as shown in Table 1.
- The third gene represents the type of mutation. Here in this example, the value of 1 is the one mutation at a random position method as shown in Table 1.
- The fourth gene represents the type of replacement. Here in this example, the value of 3 is the Weak Parent Replacement method as shown in Table 1.

4.2. Experimental Results

From experiments with the TSP and self-adaptive GA some preliminary results were gained to learn the best set of parameters for this specific problem. The choice between various genetic operators increases the performance of the GA, in comparison to the steady state GA. Table (2) shows a comparison between 10 runs of the traditional steady state GA and the suggested self-adaptation steady state GAs. The results show that GA with self-adaptation is better than the TSSGA when trying to find the best solution, knowing that the number of cities equal 20. Please note that the distance is the solution to the traveling salesman problem.

Figure (3) shows a comparison the average of number of generations between self-adaptive of steady state genetic algorithm and the TSSGAs for more than one example of the problems of the traveling salesman and each problem in several different cities. The results shows that self-adaptive betterthan the TSSGAs in finding the appropriate result.

<table>
<thead>
<tr>
<th>Distance</th>
<th>38</th>
<th>36</th>
<th>39</th>
</tr>
</thead>
<tbody>
<tr>
<td>NO. of generation</td>
<td>360</td>
<td>304</td>
<td>342</td>
</tr>
</tbody>
</table>

**Table 2** Comparison between Traditional steady state genetic algorithm and the suggested self-adaptation genetic algorithm

<table>
<thead>
<tr>
<th>Distance</th>
<th>41</th>
<th>40</th>
<th>38</th>
<th>36</th>
<th>40</th>
<th>42</th>
<th>40</th>
<th>41</th>
<th>39</th>
</tr>
</thead>
<tbody>
<tr>
<td>NO. of generation</td>
<td>432</td>
<td>459</td>
<td>402</td>
<td>392</td>
<td>463</td>
<td>501</td>
<td>460</td>
<td>376</td>
<td>425</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Distance</th>
<th>38</th>
<th>36</th>
<th>39</th>
</tr>
</thead>
<tbody>
<tr>
<td>NO. of generation</td>
<td>360</td>
<td>304</td>
<td>342</td>
</tr>
</tbody>
</table>
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Figure 3 comparison the average of number of generation between self-adaptive of steady state genetic algorithm and TSSGA.

5. CONCLUSION
The suggested method can be characterized by the following factors:

- Reducing the number of inputs for the GA, thus providing ease and clarity of implementation for the user who doesn’t need to enter the GA operators because it is randomly generated. Thus, people with little experience in the genetic algorithm can easily use genetic algorithms
- Reducing number of the generations of GA.
- In the future it is possible to employ the proposed algorithm to solve more complex problems
- The self-adaptive genetic algorithm, which was designed to enable us to use all types of selection, crossover, replacement and mutation within the problem to be solved. The results also show that the self-made choice between several genetic operators increases the performance of the GA.
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