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ABSTRACT
The accurate diagnosis of Alzheimer's diseases (AD) and prodromal stage like Mild Cognitive Impairment (MCI) play a vital role in preventing them. This survey paper is focused on computer-aided diagnosis with identification algorithm found in the literature. Many researchers have attempted with feature extraction, feature selection, and classification method consists of three categories of feature extraction approach: viz the Voxel-based approach, Region based approach and Patch based approach and four categories of classification, including, the Random Forest, Support Vector Machine, K-Nearest Neighbor and Artificial Neural Network. Our comparison part shows many recently developed algorithms for classifying the AD from elderly Normal Control (NC) with high-level accuracy, whereas major challenge arises from classifying the Mild Cognitive Impairment (MCI) from NC or AD.
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1. INTRODUCTION
In the United States, the Alzheimer’s disease (AD) is the sixth leading cause of death. More than 5.4 million Americans are living with Alzheimer’s disease. It affects people aged more than 65. Alzheimer's disease, the neurological disorder causes memory loss and cognitive degeneration[1] leading to brain death. It is a most common form of dementia nowadays. Dementia, a neuro disease initially proceeds milder and gets worse progressively. At regular
intervals, someone is affected by AD in the United States. So far there is no treatment for affected patients. Patients suffering from AD at a prodromal stage are mostly classified as mild cognitive impairment (MCI). At each of the stages, the researcher has improved diagnosis to prevent AD diseases[2].

In that respect, there are three examples of AD: preclinical, Mild Cognitive Impairment, and Dementia. Preclinical means early-onset of Alzheimer’s and so happens to those younger and below 65 years. It’s a rare case in medical history with 5% of people catching these early-ons of Alzheimer’s. Mild Cognitive Impairment (MCI) is a transitional stage[3]. This is associated with language, thinking, memory changes and judgment greater than the normal condition. Finally, dementia is a wide category of brain diseases[4]

The early stage of dementia will have some common symptoms. It has long term effect on linguistic ability and it will bear upon daily functioning in a person’s lifetime[5]. Dementia will cause different conditions, which include Huntington’s disease, Creutzfeldt-Jakob disease (CJD), Lewy body disease, and vascular dementia, Parkinson’s disease, and Wernicke-Korsakoff syndrome[6]. In Fig-1 some common symptoms of Alzheimer’s are shown.

Figure 1 Symptoms of Alzheimer’s Diseases

Medical imaging plays a vital role in dementia. Imaging biomarkers are a set of indicators computed from image modalities and can be used for the early detection of AD diseases. Some commonly used medical images to diagnosis dementia at an early stage include magnetic resonance imaging (MRI), positron emission tomography (PET)[7], Cerebro-spinal Fluid (CSF), single-photon emission computed tomography (SPECT), Computerized Tomography (CT scans), electroencephalogram (EEG) signal[8][9]. It assesses the whole brain signals. Structural MRI uses radio waves and a magnetic field to image tissues and organs in the human body. This technique gives many advantages, including better soft tissue contrast, lower cost, greater accessibility and regional atrophy. Structural MRI image is obtained as a data set from Alzheimer’s disease Neuroimaging Initiative (ADNI) for identifying AD progression. Functional PET having some various radioactive tracers, for example, 18C-Pittsburgh Compound (11C-PiB), and 2-[18F] Fluoro-2-deoxy-D-glucose (FDG) can detect the slight changes in amyloid deposition or cerebral metabolism prior to anatomical changes is a symptomatological diagnosis of dementia. Functional SPECT is analogous to PET images by using a radioactive isotope and imaging gamma rays from it[10][11][12]. SPECT scan is less expensive than PET scans but has lower spatial resolution compared to PET scans[13].
In medical research, acquiring the data sets is very difficult, acquiring 3-D dataset images is mostly unexplored and a comparatively low volume of work is entirely based on visual assessment of slice by slice search of 3-D datasets for affected diseases patterns. This will require enormous knowledge, effort, cost and time. Inasmuch as the doctor’s opinion, computer aided classification and identification of dementia is still the most promising tool at an early stage. Those approaches are classified into three categories: (1) differentiating AD from NC (2) identifying the different stages of AD: MCI from AD (3) and AD from FTD. There are many databases available for diagnosis of AD, including the Alzheimer’s Disease Neuroimaging Initiative (ADNI)[14], and Open Access Series of Imaging Studies (OASIS)[15]. These databases are mainly used for identification and classification of dementia an early stage in the research.

In this survey report, we explain about an automated identification of dementia approaches from the pattern classification point of view in detail. Section 2 explains three different types of feature extraction methods and four types of classification technique used in following approaches. Finally, we present a comparison of performances in different approaches.

2. METHODS

Computer Aided identification using brain medical images to diagnose the AD at early phases based on a pattern recognition problem has two types: Pattern classification and feature extraction. During the training stage of the implementation, the brain image feature represents the various stages of dementia or the patterns. Quantitative image analysis is used to recognize these patterns. Before training stage, all the features are identified or pooled and feed into some specific algorithm to reduce the dimensionality under supervised learning[16]. Sometimes the trained phase is treated as a “black box technique”. Secondly, to predict the class label[17], features are extracted, combined or selected and in a similar way applied to the classifier to create a classification which shows the stage of the diseases. In Fig-2. The design of Computer Aided Diagnosis of Dementia is shown.

And so, we will focus on state-of-the-art feature extraction technique and classification technique to identify the AD disease.

2.1. Feature Extraction Technique

The feature extraction method for extracting features from the brain image dataset is classified into three approaches: voxel-based, ROI based, and Patch based ones[18].

2.1.1. Voxel-Based Approaches

The voxel-based approach is a neuroimaging technique. It allows the study of focal differences in brain diagnosis by using the statistical approach of statistical mapping. In morphometry, the volume of entire brain or subparts is calculated by determining volumes of regions of interest on brain images from brain scanning and calculation. The Voxel-Based Morphometry (VBM) will register for every template, which gives a clear idea about the brain disease among people. Finally, brain volume is compared in every voxel. VBM cannot differentiate small differences in volumes. scores regression and clinical status identification for MRI and PET images. The accuracy level of ADAS-Cog reached .716% and of MMSE .655%.

Jussi Tohka et al.(2012)[19] discussed on feature selection and classification method for aMRI images. Filter based approach is used for feature selection and voxel-based method for classification. Mainly two classification problems are implemented AD vs NC and AD vs
D Salas-Gonzalez et al. (2010) [20] elaborated on computer aided diagnosis technique for Alzheimer’s disease and calculated the mean ATD images and mean normal. Further, it calculated Welch’s t-test for both images in each and every all voxel. Then the classifier approach reached an accuracy level of 96.2%. J. Ramfrez et al. (2009) [21] discussed on CAD system to improve the diagnosis of Alzheimer Type Dementia (ATD) in early stages by using the SPECT images. The proposed approach is feature selection and classification technique. Further, it discusses on voxel as feature approach and SVM for better classification. The proposed approach reached an accuracy level of 90%.

Ayşe Demirhan et al. (2016) [22] discussed on White Matter (WM) voxels for abnormal patients by using the DTI fractional anisotropy maps to classify the AD, MCI, and healthy normal control. Further, it discussed on a ReliefF algorithm to select the subset of WM voxels for classification. Rémi Cuingnet et al.[18] discussed on ten approaches from 509 ADNI subjects. 5 voxel-based approaches and 3 cortical thicknesses and 2 hippocampi are automatically select between affected patients having AD, MCI, and elderly normal control by using the T1 scans. Further, the work discussed on voxel or cortical thickness approaches achieved 81% sensitivity and 95% specificity and reduced computation time to find the AD diseases.

**Figure 2** The design of Computer Aided Diagnosis of Dementia
Xiaofeng Zhu et al. (2015) [23] introduced space multi-task learning for feature selection by using the canonical features. The proposed algorithms are N3 and FAST. It jointly achieved predictable clinical scores regression and clinical status identification for MRI and PET images. The accuracy level of ADAS-Cog reached .716% and of MMSE .655%.

2.1.2. Region of Interest (ROI)-Based Approaches

The region of Interest based approach is used for image features and it will categorize a number of parts in brain element, like the corpus callosum, superior longitudinal fasciculur, hippocampi, uncinate fasciculus, and cingulum. Pathological studies will show the neurodegeneration in Alzheimer’s disease starting to appear in the temporal lobe and limbic system, hippocampus, and neocortical regions[24][25][26]. Hippocampi astrophy is used as a marker in many areas of AD. The selected features from brain images include the hippocampi shape or the volume or weighted combination.

In ROI based approach, ROI segmentation happens before applying feature extraction technique[27][28]. In one hand manual segmentation involves time-consuming and operator-related bias and in another the automated segmentation of a region of interest is poor.

Tingting Ye et al. (2015) [29] proposed a discriminative multi-task feature selection for multiple modalities. It discussed group-sparsity regularization for joint selection of multi-image modalities. Further, it discussed discriminative regularization term for intercourse and intraclass Laplacian matrix for each subject. The accuracy value of 95.92% was reached. Siqi Liu et al. (2015) [30] proposed zero masking strategy to extract complimentary information from multi-data modalities with SAE and achieve the best performance for multi-class Alzheimer’s diseases. The SAE used for to get high-level features. Further 2SAE+MKSVM achieved high-level accuracy of 91.4% and specificity of 91.67%

Chen Zu et al. (2016) [31] Chen developed two main components (i.e.) multimodal classification and multi-task feature selection for AD/MCI patients. Further, it discussed on joint feature selection for AD and relevant features are selected jointly by group sparsity regularizer. Multi-kernel SVM method shows an accuracy value of 95.95%. Daoqiang Zhang et al. (2011) [32] proposed in kernel combination method for multi-modality biomarkers and linear SVM is used for better classification. The experimental method shows better performance in AD/MCI classification and better measurements from MRI, PET and CSF biomarkers. 11 top regions are selected from MRI and PET for MCI classification. High-level accuracy, sensitivity, and specificity levels are achieved. Andre Santos Ribeiro et al. 2015 [33] introduced new Multimodal Imaging Brain Connectivity Analysis (MIBCA) tool, which they used for processing fMRI image and PET scans. This toolbox is able to process aMRI from high resolution scanned images, fMRI image from Blood Oxygen Level Dependent (BOLD) and dMRI from DTI. P. Padilla et al. (2012) [34] proposed computer aided diagnosis for AD in early stages by using the Fisher Discriminant Ratio (FDR) and Nonnegative Matrix Factorization (NMF) for relevant feature selection and classification technique by using SVM. This NMF and FDR attained an accuracy level of 91% and sensitivity, specificity more than 90%

2.1.3. Patch-Based Approach

The patch based approach is proposed for image representation and restoration. This method is primarily used for point-wise selection of given image patches of exact size in the variable select of each picture element. Each pixel has some weights of the data within the adaptively selected data. This approach will demonstrate the hopeful results in medical research.
Pushkar Bhatkoti et al.(2016)[35] proposed for the computer aided multi-class diagnosis of AD with efficient manner. The classification technique has improved by k-Sparse Autoencoder (KSA) approach. The modified KSA method and deep learning framework will provide the accurate results in AD diagnosis. The classification method shows an accuracy value of 83.14%. Xiaofeng Zhu et al.(2014)[36] proposed multi-model canonical feature selection for MRI and PET data. This method selects canonical cross-modality feature for multi-class identification and clinical scores regression. Further, it discussed the jointly predicted the clinical scores from MMSE and ADAS-Cog, and identify the AD in early stages. The proposed 3-JRMI and 4-JRMI method achieved 10.01% accuracy level, 0.045% on CCA and 0.081% on CC-M. Jun Shi et al.(2017)[37] proposed an MM-SDPN algorithm to learn feature for finding the AD in an early stage. This algorithm achieves the best performance in comparison with the multi-modality algorithm. Further, it discussed two stages of SDPN and four stages of SDPN applied to MRI and PET images for ROI features. Heung-II Suk et al.(2013)[38] proposed stacked autoencoder (SAE) for AD/MCI diagnosis. The SAE model permits us to determine the best possible parameter in adjustment with the exact sample data from ADNI (51 AD patients, 99 MCI, 52, HC subjects). This method involved SAE learned feature representation in brain diseases and it achieved maximum accuracy based on the classification. The accuracy value of 98.8% was achieved.

Bo Cheng et al.(2016)[39] proposed multi-domain transfer learning to diagnose the AD in early stages. Mainly two key components are used in this MDTL. To select the future subset from more than one domain data by using future selection and classification technique used for finding the AD detection in early stages. Josephine Barnes et al.(2010)[40] discussed on hippocampal atrophy rates from MRI image. This atrophy rate is useful for tracking and diagnosing Alzheimer’s disease patients. Further, it discussed on meta-regression and Meta-analysis of the given datasets. The mean rate was found as 4.66% (95%). Saman Sarraf et al.(2016)[41] proposed on Convolutional Neural Network (CNN) and deep learning architecture (LeNet) to train and test the enormous image data. Using CNN and LeNet-5 architecture both are extracted and classified MRI data to recognize the AD during a clinical scan. The classified data from AD to NC reached 98.84% and the Privacy of clinical data is compromised. Francesco Carlo Morabito et al.(2016)[42] discussed the use of different biomarkers yielding promising accurate outcome and various image modalities, giving a different view of the function of brain images for diagnosing AD/MCI using CNN approach. For example, EEG signals classify EEG pattern of AD from the prodromal version of dementia. CNN approach attained an accuracy level of 95%.

Ehsan Hosseini-Asl et al.(2016)[43] introduced structural MRI scans using a deep learning approach (3D CNN). The proposed method involved 3D ACNN classifier approach, which is enabled to find the AD using structural MRI in an accurate manner (210 subjects of ADNI). The performance of the ACNN classifier approach reached an accuracy level of 95%. Yi-Wei Chen et al.[44] discussed on combining classification using SVM technique and feature selection. Some techniques are using filter type approaches and some are wrapper methods. Further, it discussed future selection method applied to SVM for classification and modification of SVM for training and testing. These are the datasets used Madelon, Gisette, Dorothea, Dexter, and Arcene for better classification and performance.

2.2. Classification Technique

This section briefly describes various classification techniques used for categorizing the diseases. All the classifier technique could be trained and then applied to find the diagnosis of a test case. The commonly used classifier technique in Alzheimer’s disease identification
includes the Random Forest (RF), Support Vector Machine (SVM), K-Nearest Neighbor (KNN) and Artificial Neural Networks (ANN).

2.2.1. Random Forest (RF)
Random forests or random decision forests is used as an ensemble learning method for regression, classification, and other tasks. It constructs a multitude of decision trees at training time and gives the output of the class which is the mode of the mean prediction (regression) or classes (classification) of the individual trees. It gives the better results when compared to the other classification techniques.

Tong Tong et al.(2017)[45] elaborated on a number of important factors such as age correction, registration accuracy, feature selection and selection of training data. Further, it discussed on novel grading biomarkers for MCI-AD conversion and used a sparse representation technique with Random Forest. Finally, the classification accuracy improved from 62% to 73%. Mingxing Zhang et al.(2016)[46] discussed on multi-view classification technique $l_2,p$ norm regularization for AD diseases. This work considers inter structure and intra-structure relations. The proposed method compared among Random Forest, SVM, and Decision Tree. S. R. Bhagya Shree et al.(2014)[47] proposed data mining approach to finding the AD and discussed on various classification technique for Alzheimer’s disease. The techniques are Random Forest, Naïve Bayes classifier, and decision tree algorithm and achieved high accuracy.

Rosalia Maglietta et al.(2016)[48] discussed on hippocampal segmentation in MRI images using the RUSBoost algorithm. Further, it compared with AdaBoost and Random forest classification. This method is suitable for segmentation, accurate classification of hippocamal. Andreas Merentitis et al.(2015)[49] elaborated on feature extraction as hierarchical and coming under unsupervised in deep learning. It reduces the gap between methods and feature extraction. To learn the important features the author used RF classifier for feature ranking capability.

2.2.2. Support Vector Machine (SVM)
SVM plays a vital role in machine learning. It is a supervised learning machine model and its associated learning algorithm studies. Processed data is used for regression analysis and classification or another task[50]. SVM, having finite training samples, is mostly used to solve pattern classification problem. Classification technique has classified into two main steps. First classification training considers a group of the binary label. Second classification training considers an unlabeled data[51].Chester

V. Dolph et al.(2014)[52] proposed feature classification method that is used to find segmentation tissue in MRI images. The proposed method of feature extraction is classified into three categories GM, WM, and CSF. This SVM-RBF attained an accuracy level of 86.66%. Xiaohong W. Gao et al.(2016)[53] introduced an unsupervised automatic computer aided the process of CNN on the segmentation, classification, and measurement of Alzheimer’s diseases. The accuracy value of 95.6% was achieved. The classification of AD, lesion, and normalcy achieved the accuracy of 88%, 76.6%, and 95% respectively.

Feng Lie et al.(2015)[54] discussed Multi-kernel SVM classifier to classify AD and MCI from MRI, PET, and CSF. Feature Extraction technique, including PCA, Stability Selection, and dropout technique improves the classification technique. The classification accuracy level has improved by 5.9%. Saman Sarraf et al.(2016)[55] discussed deep learning architecture (LeNet) to train and test the enormous image data. CNN and LeNet-5 architectures are used for classifying fMRI, MRI, and state functional magnetic resonance imaging (rs-fMRI) data.
to recognize the AD during a clinical scan. The accuracy value of 96.85% was achieved. Tien Duong Vu et al.(2017)[56] proposed a learning algorithm for SVM classification performance. It was achieved using three layer neural networks with softmax function, and AD/NC achieved an accuracy of 90.3% and MCI/NC accuracy of 87.9%

2.2.3. K-Nearest Neighbour (KNN)

K-nearest neighbors (k-NN) is a non-parametric method and it is data mining algorithm. KNN used for regression and classification in the image processing domain. In both the regression and classification cases, the input consists of the k closest training data in the feature space. The output consists of whether k-NN is used for classification or regression depending on the data.

Emrana Kabir Hashi et al.(2017)[57] discussed diabetes disease using k-nearest neighbors and decision tree algorithm. This classifier algorithm mainly used to predict the exact diseases at an early stage, which will avoid patient’s ailment. Abdalla R. Gad et al.(2017)[58] Proposed automated classification of giving subjects from MRI images and two classification techniques are proposed. The first technique is KNN and second technique is SVM. The author found for which one accuracy is higher for identification of the class of the selected feature. KNN and SVM attained best average accuracy level of 95.833% and 97.92%. Charlotte Cecere et al.(2014)[59] discussed on machine learning approach by using the EEG feature and then compared different classification techniques. Those techniques are SVM, KNN, CART trees, naïve Bayes and AdaBoost algorithm. SVM achieved the highest accuracy of 78.5%. Bibo et al.(2015)[60] developed the nonlinear metric learning model for diagnosis the AD and MCI at an early stage. Further, it's discussed patch based feature selection approach to extract the longitudinal and cross-sectional feature from MRI images.

2.2.4. Artificial Neural Networks (ANN)

In Machine Learning, connectionist system or Artificial Neural Networks (ANN) is a computational model. It is based on a large collection of associated simple units called artificial neuron in computer science or other research domain.

M. M. Patil, et al.(2013)[61] proposed on Discrete Cosine Transform (DCT) coefficients as a feature for the classification of ANN. The derived feature is classified as for whether it is AD or NC or MCI. This ANN attained an accuracy value of 100% for a set of MRI. Almir Aljovic et al.(2016)[62] discussed ANN for the classification of healthy control people and Alzheimer's disease. They used five biomarkers for classification of input data for AD: it includes Aβ40 (CSF), albumin ration, Aβ42 (CSF), t-total (CSF) and tau-phosphor (CSF). AD patient’s diagnosis achieved a sensitivity of 95.5%, from 32 subjects and exactly classified a specificity of 91.43 %. Pedro Rodrigues et al.[63] Proposed Logistic Regression for the identification of Alzheimer’s diseases and ANN in EEG classification. The wavelet transform is the main technique here for signal processing. These selected features feed into ANN and LR by using PCA analysis. This ANN achieved an accuracy of 84.2%, a sensitivity of 77.6% and specificity of 90.8%. And LR achieved an accuracy of 75.7%, a sensitivity of 77.6% and specificity of 73.7%.

Chengzhong Huang et al.(2008)[64] Elaborated on automatically detecting the grey matter loss of AD-affected patients with MRI images. Further, it discussed VBM with ANN. PCA is used for feature dimensionality and back propagation algorithm with ANN and was trained in Alzheimer’s disease classification and then achieved an accuracy of 100% from AD to NC. Shih-Ting Yang et al.(2010)[65] proposed the computer aided diagnosis of AD using ANN classification. Shape features and volumetric features are extracted from MRI images. And then PCA has been used to decrease the dimension, back propagation algorithm
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with ANN trained for AD disease classification. The proposed accuracy level reached up to 92.17%

So far we have summarized four pattern classification techniques to identify dementia on early stage. Analysis of the exact disease is very important for supervised classification technique, and then the advance pattern classification and supervised machine learning technique finds the best application on this survey.

3. PERFORMANCE COMPARISON

We have a number of comparative studies in this literature survey. Chen Zu et al. [31] applied 202 patients from ADNI database to diagnosis the ad diseases. Which is the ROI-based approach. ROI calculated from every image of 51 AD, 52 NC, and 99 MCI patients, and applied the best classifier of support vector machine to classify the diseases. Chen developed two main components (i.e.) multimodal classification and multi-task feature selection for AD/MCI patients. Further, it discussed on joint feature selection for AD and relevant features are selected jointly by group sparsity regularizer. Multi-kernel SVM method achieves the best and highest accuracy with cross-validation method. Feng Li et al [54] discussed on patch-based approach and the data collected from ADNI database, which includes 202 subjects from 51 AD, 52 NC, and 99 MCI. In Patch-based approach, Multi-Kernel SVM and Feature Extraction technique, including Principal Compound Analysis, Stability Selection, and dropout technique improves the classification technique. The classification accuracy level has improved by 5.9%. Rémi Cuingnet et al. [18] discussed on ten approaches from 509 ADNI subjects. 5 voxel-based approaches and 3 cortical thicknesses and 2 hippocampi in automatically select between affected patients with MCI, AD, and elderly normal controls by using the T1 scan. The best classification technique SVM is applied to classify the exact diseases. The first section belongs to voxel-based approach and the features are segmented tissue probability maps selected from MRI voxel. Particularly, the probability of the tissue is Gray matter (GM), white matter (WM) and cerebrospinal fluid (CSF) from the T1 weighted scan. The second section belongs to cortical thickness and ROI-based approaches. The features selected from based on the cortical surface. The last method belongs to hippocampi, it includes the shape and volume of the right and left hippocampus. Voxel base approach and cortical thickness approach achieved the highest accuracy of 81% sensitivity and 95% specificity and reduced computation time to find the AD diseases.

Table 1 demonstrates the overall performance about the Computer Aided Diagnosis of Dementia methods published from last ten year. most of the author achieved an accuracy of more than 90% with smaller datasets. This table shows various feature selection and classification technique in a voxel, ROI, and Patch based approach. Feature selection technique includes canonical loss function, canonical regularization, row sparsity, Welch's t-test for both classes like AD and Norma. Classification technique includes SVM, CT, Linear SVM and Gaussian SVM.

4. CONCLUSIONS

A detailed survey and summary of computer aided diagnosis of dementia from the pattern classification point of view can be divided into two main parts: Feature extraction technique and classification technique. Feature extraction including, Voxel based, ROI based, and Patch based and classification including, Random Forest, Support Vector Machine, K-Nearest Neighbor and Artificial Neural Network algorithm and approaches are presented in this paper. We compared the performance with recently developed algorithms. The comparison
part displays the diagnosis of Alzheimer’s disease (AD), Mild Cognitive Impairment (MCI) and elderly Normal Control (NC) achieved high accuracy by recently developed algorithms.

**Table 1** (Comparative study) Computer Aided Diagnosis of Dementia method using different medical imaging.

<table>
<thead>
<tr>
<th>Year</th>
<th>Author</th>
<th>Target</th>
<th>Method</th>
<th>Modality</th>
<th>Data sets</th>
<th>Performance</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>2015</td>
<td>Chez Zet et al [39]</td>
<td>AD vs. NC</td>
<td>MCI SVM</td>
<td>MRI, PET</td>
<td>AD1-N1 AD60, 52 NC, 60 MCI</td>
<td>70.5 70.6 70.7</td>
<td>71.5 71.6 71.7</td>
<td>98.8 98.9 99.0</td>
</tr>
<tr>
<td>2014</td>
<td>Xiaoqiang Zhang et al [40]</td>
<td>AD vs. NC</td>
<td>SVM</td>
<td>MRI</td>
<td>AD1-N1 AD60, 52 NC, 60 MCI</td>
<td>70.5 70.6 70.7</td>
<td>71.5 71.6 71.7</td>
<td>98.8 98.9 99.0</td>
</tr>
<tr>
<td>2013</td>
<td>Andre Santos Ribeiro et al [41]</td>
<td>AD vs. NC</td>
<td>BCI SVM</td>
<td>MRI</td>
<td>AD1-N1 AD60, 52 NC, 60 MCI</td>
<td>70.5 70.6 70.7</td>
<td>71.5 71.6 71.7</td>
<td>98.8 98.9 99.0</td>
</tr>
<tr>
<td>2012</td>
<td>Prabhat Bhaudou et al [42]</td>
<td>AD vs. NC</td>
<td>SVM</td>
<td>MRI</td>
<td>AD1-N1 AD60, 52 NC, 60 MCI</td>
<td>70.5 70.6 70.7</td>
<td>71.5 71.6 71.7</td>
<td>98.8 98.9 99.0</td>
</tr>
<tr>
<td>2011</td>
<td>Bari Cheng et al [43]</td>
<td>AD vs. NC</td>
<td>SVM</td>
<td>MRI</td>
<td>AD1-N1 AD60, 52 NC, 60 MCI</td>
<td>70.5 70.6 70.7</td>
<td>71.5 71.6 71.7</td>
<td>98.8 98.9 99.0</td>
</tr>
<tr>
<td>2010</td>
<td>Josephine Barnawat et al [44]</td>
<td>AD vs. NC</td>
<td>SVM</td>
<td>MRI</td>
<td>AD1-N1 AD60, 52 NC, 60 MCI</td>
<td>70.5 70.6 70.7</td>
<td>71.5 71.6 71.7</td>
<td>98.8 98.9 99.0</td>
</tr>
<tr>
<td>2009</td>
<td>Feng Lin et al [45]</td>
<td>AD vs. NC</td>
<td>SVM</td>
<td>MRI</td>
<td>AD1-N1 AD60, 52 NC, 60 MCI</td>
<td>70.5 70.6 70.7</td>
<td>71.5 71.6 71.7</td>
<td>98.8 98.9 99.0</td>
</tr>
</tbody>
</table>
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