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ABSTRACT

Recent researchers approached several techniques to forecast the stock market movement as the motivation for the financial gain. Traditionally, technical analysis approach that forecast stock prices based on historical prices and volume, basic concepts of trends, price patterns and oscillators is commonly used by stock investors to aid investment decisions. In this paper a computational approach called Neural Network is used for the prediction of stock market prices. The training is done with the back propagation algorithm for the data set of the 5 Indian companies. The dataset encompassed the trading days from Aug ’04 to Jan ’13. The error rate is found for the accuracy prediction in the working platform of MATLAB and is implemented.
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I. INTRODUCTION

A majority of research studies have aimed at specially predicting the price levels of the stock market indices. But the last few decades there has been growing interest in applications of artificial neural networks for predicting stock market prices. The feed forward network is the most commonly using NN approach for the prediction. Artificial Neural networks inspired by human brain cells’ activity can learn the data patterns and generalize their knowledge to recognize the future new patterns. Nowadays Neural Networks are considered as a common Data Mining method in different fields like science, industry, economy and business [1].

The idea of using neural networks for predicting problems was first modelled by Hu in 1964 which was used for weather forecasting [2]. Werbos used this technique to train a neural network in 1988 and claimed that neural networks are better than regression methods and Box-Jenkins model in
prediction problems [3]. The research on neural network applications continued up to the point that all the winners of the prediction contest in SantaFe institute had used neural networks [4].

With the increasing accuracy and precision of analytical measuring methods, it is clear that all effects that are of interest cannot be described by simple uni-variate and even not by the linear multivariate correlations precise. But in recent researches chemists found a set of methods said to be the artificial neural networks [5].

The ANNs are difficult to describe with a simple definition. Maybe the closest description would be a comparison with a black box having multiple inputs and multiple outputs which operates using a large number of mostly parallel connected simple arithmetic units.

ANN tasks can be classified into the following categories:

Approximation: To determine the weights that minimize the (least-square or absolute) error distance between the produced output and the target output [6]. This is somewhat equivalent to regression analysis in statistics, using an analytical procedure to solve the normal equations and to find the regression coefficients.

Optimization: To determine the optimal solution to NP-complete, such as the travelling sales-person problem [7].

Classification: To classify an object characterized by its input vector into one of different categories or groups. The input vector may have continuous or discrete values.

Prediction: To predict the output values from the input values. While the input values may be continuous or discrete, the output values are continuous; this makes it different from a classification task, being equivalent to making predictions and forecasts in multivariate statistics.

II. RELATED WORKS

Sagar et al. [8] have proposed a method in neural network; this method was measured as an adaptive system that increasingly self-organizes in order to estimate the solution, making the problem solver free from the need to precisely and decidedly specify the steps headed for the solution. Furthermore, with artificial Neural Network, Evolutionary computation could be integrated to amplify the performance at a variety of levels; in result such neural network was called Evolutionary ANN. In that paper, they proposed one issue of neural network namely adjustment of connection weights for learning presented by Genetic algorithm over feed forward architecture. The performance of developed solution comparison had given with respect to well established method of learning called gradient decent method. A benchmark problem of classification, XOR, has taken to justify the experiment. Presented method was not only having very probability to attain the global minima but also having very fast convergence.

Ahmad M. Sarhan [9] has developed an ANN and the Discrete Cosine Transform (DCT) based stomach cancer detection system. Classification features are extracted by the proposed system from stomach microarrays utilizing DCT. ANN does the Classification (tumor or no-tumor) upon application of the features extracted from the DCT coefficients. In his study he has used the microarray images that were obtained from the Stanford Medical Database (SMD). The ability of the proposed system to produce very high success rate has been confirmed by simulation results.

Yoda in [10] investigated the predictive capacity of the neural network models for the Tokyo Stock Exchange. The study of stock prediction can be broadly divided into two schools of thought. One focuses on computer experiments in virtual/artificial markets and other on stock prediction based on real-life financial data

III. PROPOSED METHODOLOGY

Since last several years, it has been man’s common goal to make his life easier. So everybody is trying to find the simplest way to earn the money. Hence financial gain is the first important motivation for forecasting the stock market prices. Recently forecasting stock market price is gaining more attention, maybe because of the fact that if the direction of the market is successfully predicted the investors may be better guided. The profitability of investing and trading in the stock market to a large extent depends on the predictability. The stock market price prediction using the neural network approach is discussed in the following sections.

III.1 Prediction using FFNN

The revised simplest model of ANN is the feed forward neural network. Feed-Forward Neural Network (FFNN) consists of at least three layers of neurons: an input layer, at least one intermediate hidden layer, and an output layer. Typically, neurons are connected in a feed-forward fashion with input units fully connected to neurons in the hidden layer and hidden neurons fully connected to neurons in the output layer. There are some parameters, which we have to use during the training period. They are error, threshold, tolerance, etc. The accurate results depend on these parameters. To achieve our target rapidly, error is pre-processed. A feed-forward network maps a set of input values to a set of output values and the graphical representation of a parametric function is supposed. The neural network to train the dataset is shown in the Figure (1).

![Typical feed forward neural network composed of three layers](image.png)

The steps involved in feed forward neural network are discussed below:

Step 1: Initialize all the dataset like input, output and weight of the neurons
Step 2: The error term is defined as the relation between \( Y_K \) actual output of the pattern K and \( O_K \) required output of the pattern K.

\[
\text{Error} = \frac{1}{2} \sum_K (Y_K - O_K)^2
\]  

(1)

Figure 1. Typical feed forward neural network composed of three layers
Step 3: Finding weights deviation in Hidden layer

\[ \delta W = \text{Error} \times \gamma \times \alpha \]  

\( \gamma \rightarrow \) Learning rate  
\( \alpha \rightarrow \) Average of hidden layer

Step 4: Finding new output weights for the ‘K’ neuron in the output layer

\[ W (H_{\rho \tau} - Y_{\rho})^{new} = W (H_{\rho \tau} - Y_{\rho}) + \delta W \]  
\( \tau = [1, 2, 3, \ldots, N] \)  
\( \rho = [1, 2, 3, \ldots, K] \)

Step 5: Terminate the process at the occurrence of minimized error

### III.2 Training using BP algorithm

The algorithm returns the future values as outputs from the trained neural network values as inputs. Here, Backpropagation algorithm (BPA) is used for future prediction of stock market rates. In the back-propagation algorithm, the steepest-descent minimisation method is used. Backpropagation requires that the activation function used by the artificial neurons be differentiable. The steps involved in Back Propagation Algorithm are discussed below:

Step 1: Assign random weights to the links range \([0, 1]\) in the Artificial Neural network

Step 2: In case of training perform output calculation based on two functions i.e. Basis function (the product of weights and inputs) and Activation function (non-linear).

Step 3: In order to determine the BP error using Eq. (6), the training data set is given to the NN. Eq. (4) and Eq. (5) show the basis function and activation function, whereas \(w_{ij}\) is the weight of the neuron, \(\alpha\) is the bias and ‘X’ ranges \([0, 1]\).

\[ Y_i = \alpha + \sum_{j=0}^{N_i-1} w_{ij}, \quad 0 \leq i \leq N_s - 1 \]  

\[ H = \frac{1}{1 + \exp(-X)} \]  

Step 4: The weights of all the neurons are adjusted when the BP error is determined as follows,

\[ w_{ij} = w_{ij} + \Delta w_{ij} \]  

The change in weight \(\Delta w_{ij}\) given in Eq. (3) can be determined as \(\Delta w_{ij} = \gamma \cdot y_{ij} \cdot E\), where \(E\) is the BP error and \(\gamma\) is the learning rate; normally it ranges from 0.2 to 0.5.

Step 5: After adjusting the weights, steps (2) and (3) are repeated until the BP error gets minimized. Normally, it is repeated till the criterion, \(E < 0.1\) is satisfied.

Thus the stock market prediction is obtained using BP algorithm which is trained in the neural network.
IV. IMPLEMENTATION AND RESULTS

Forecasting share market price index can be considered as an example of Time series forecasting which analyses past data and projects estimates of future data values. Basically, this method attempts to model a nonlinear function by a recurrence relation derived from past values. The recurrence relation can then be used to predict new values in the time series, which hopefully will be good approximations of the actual values. Thus the prediction is done in the working platform as MATLAB using feed forward NN.

For the implementation, 10 years stock prices data of five Indian companies: Infosys, Wipro, Bharthiartl, Tech Mahindra and TCS are collected in monthly basis with four indices, said to be opening price, closing price, high and low. The NN is trained using 3 input layers (Opening price, high, low), 1 output layer (Closing price) and 20 hidden layers. Using the Back propagation algorithm future price of the foresaid companies are predicted and graphical description is shown below. The 10 years data of the companies are represented as ‘actual result’ and forecasted price data is represented as ‘predict result’. And the error deviation of the particular company is predicted and plotted.

![Figure 2. Predicted closing price of Bharthiartl using BPA](image)

![Figure 3. Error deviation of Bharthiartl using BPA](image)
Figure 4. Predicted closing price of Infosys using BPA

Figure 5. Error deviation of Infosys using BPA

Figure 6. Predicted closing price of Tech Mahindra using BPA
Figure 7. Error deviation of Tech Mahindra using BPA

Figure 8. Predicted closing price of TCS using BPA

Figure 9. Error deviation of TCS using BPA
V. CONCLUSION

In this research Indian stock market prices of 5 companies are forecasted with the 10 years of data from 2004-2013 using artificial neural network. The feed forward NN is used to train the dataset and back propagation algorithm is used for prediction. While analysing the graphical representations in the section 4, it is clear that prediction results are encouraging hence the error rates are moderate. So it is finally concluded that forecasting the stock market price prediction is accurate using neural network approach.
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