PERFORMANCE EVALUATION OF LMS, DLMS AND TVLMS ADAPTIVE FILTER

Pradnya D. Mendhe
Student M. Tech Electronics Engineering (Communication)
Vidharbh Institute of Technology Nagpur, India.

Nilesh P. Bodne
Assistant Professor, Vidharbh Institute of Technology Nagpur, India

ABSTRACT

The aim of this paper is to implement the adaptive digital Least Mean Square (LMS) and delayed-LMS (DLMS) for typical noise cancellation applications. Noise reduction from given sound can be achieved by extraction using LMS algorithms with MATLAB. We are comparing these algorithms on the basis of sound wave provided with working MATLAB. Sound can transfer in high rate but noise added in that signal it becomes a noisy signal. The noisy sound we could not recognize the original sound. This technique can be used to reduce noise level from noisy signal without reducing the characteristic of the signal. The practical work using MATLAB it prove that LMS algorithm better than DLMS and TV-LMS on the basis of result showing in the form of wave in training and also in evaluation section. It shows the result in PSNR format which obtained from comparing the original sound and denoisy sound. So that LMS obtained highest PSNR value as compared to the DLMS and TV-LMS.
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1. INTRODUCTION

Objective of this project is to determine the performance of different algorithm of adaptive digital filters. The determinations of coefficients involve noise cancellation application also comparing the LMS, DLMS and TV-LMS algorithm by using MATLAB. And determine PSNR value but PSNR value obtained from comparison between the original sound and denoisy sound. This technique can be used to reduce noise level from noisy signal without reducing the characteristic of the signal. The least mean square (LMS) adaptive filter is the most popular and widely used adaptive filter, because of its simplicity and its satisfactory convergence performance. The direct-form LMS adaptive filter involves a long critical path due to its inner-product computation to obtain the output from filter such that the critical path is required to be reduced by pipelined implementation when it exceeds to desired sample period.
Least mean squares (LMS) algorithms are type of adaptive filter used to mimic a desired filter by finding the filter coefficients that relate to producing the least mean squares of the error signal (difference between the desired and the actual signal). LMS algorithms adjust the filter coefficient to minimize the cost function. The LMS algorithms do not involve any matrix operations. Therefore LMS algorithms required fewer computational resources and memory. The implementation of the LMS algorithms is also less complicated.

The conventional LMS algorithm due its recursive behavior, it is modified to a form called as DLMS algorithm. To implement the DLMS algorithm, during each sampling period of training phase, one has to compute a filter output and an error value which equals to the difference between the current filter output and the desired response. The estimated error is then used to update the filter weights in every training cycle. A lot of work has been done to implement the DLMS algorithm in systolic architectures to increase the frequency. They involve an adaptation delay for filter length; this is quite high for large order filters.

The TVLMS algorithms is totally depends on time varying convergence parameter. The basic idea of TVLMS algorithm is to utilize the fact that the LMS algorithm need a large convergence parameter value to speed up the convergence of the filter coefficient to their optimal values, the convergence parameter should be small for better accuracy. In other words, the convergence parameter is set to a large value in the initial state in order to speed up the algorithm convergence. As time passes, the parameter will be adjusted to a smaller value so that the adaptive filter will have a smaller mean-squared error.

In this, we are Compared the behavior of LMS, DLMS and TV-LMS adaptive algorithms by using MATLAB. They mostly used the removing unwanted noisy from the signal for that they are used some algorithms. In existing work various author perform different methodology to show their work but as this paper the working and the result shows that the LMS algorithm perform the best result than any other algorithm for comparing on the basic of noise reduction. Various techniques are used to reduce the noise from the given sound signal. LMS algorithm has faster rate of conversion. Also it shows the result in short period of time without any interruption. It is cheaper than any other. It has a capacity to perform any task in given time but limitation is important. But during MATLAB work LMS shows the desired result for various systems.

In existing work various author perform different methodology to show their work but as this paper the working and the result shows that the LMS algorithm perform the best result than any other algorithm for comparing on the basic of noise reduction. Various techniques are used to reduce the noise from the given sound signal.

2. COMPARISON OF EXISTING AND PROPOSED METHODOLOGY

Such work LMS algorithm has faster rate of conversion. Also it shows the result in short period of time without any interruption. It is cheaper than any other. It has a capacity to perform any task in given time but limitation is important. But during MATLAB work LMS shows the desired result for various systems.

<table>
<thead>
<tr>
<th>Existing Methodology</th>
<th>Proposed Methodology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Other algorithms which has a pipelined architecture is faster than LMS algorithm while it uses more chip area due to using extra registers.</td>
<td>When LMS algorithms do not support pipelined architecture but it is faster than any other.</td>
</tr>
<tr>
<td>The filter order is based on a trade-off between the MSE performance and algorithm executive time.</td>
<td>The filter order is based on a trade-off between complexity and the convergence speed.</td>
</tr>
<tr>
<td>Other algorithm do not replaces the random weight.</td>
<td>LMS algorithm replaces the random weight by instant weight till it reached to optimized weight</td>
</tr>
</tbody>
</table>
3. IMPLEMENTATION OF PROPOSED METHODOLOGY

Noise is estimated and applied to LMS, DLMS, and TVLMS. Removing the noise from the signals by using the LMS, DLMS, and TVLMS algorithm. These algorithms are related to each other for forming the new sound of the signal. The original sound wave (x) is added to the noise (N) forming the noisy sound (y).

![Diagram](image)

**Figure 1** Noisy sound

4. SIMULATION RESULTS

In this section the simulation results of realization adaptive digital FIR filters by using the MATLAB, performance of LMS, DLMS, and TVLMS algorithms are compared. Also, they are updated the weights of the filters and removing the unwanted noise from the original signal. The results are shown in wave format with MMSE and PSNR for proper evaluation.

1. We used sound signal from airport location, in bubble, in car, in exhibition, in restaurant and in station in wave format that are our input for the MATLAB. First, we use the airport sound for evaluation on LMS algorithm and then DLMS and TVLMS respectively. The sound is hearable for us for training section. After it noise is added by using software that make it noisy. But when we move toward evaluation section the MATLAB with given software removes the unwanted sound that is noise signal from it. The results are shown in wave format with the MMSE and PSNR for both training and evaluation. The resulted sound is clear to hear. For any circumstances and places the sound can be clear by using this software.

For the LMS Algorithm

![Output of LMS algorithm](image)

**Figure (a) Output of LMS algorithm**

Sound is heard by us and the clarity of the input sound by mixing airport noise can be easily notified. After removing the unwanted noise from the input sound the result showing in the wave format as given above. The sound without any noise can be heard.
For the DLMS Algorithm

![Image of DLMS algorithms]

**Figure (b) Output of DLMS algorithms**

Here also same action takes place, which sound we provide as input in MATLAB it mixes the noise in it and also heard by us but the clarity of sound is weak as compared to LMS algorithm. It is shown as given in above figure in wave format.

For the TVLMS Algorithm

![Image of TVLMS algorithms]

**Figure (c) Output of TVLMS algorithm**

The input sound given to MATLAB removes the noise but this sound also weak in clarity as compared to LMS algorithm. It is shown as given in above figure in wave format.

**Table 1** Performance of comparison between LMS, DLMS & TVLMS adaptive filters for the airport sound wave.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>MMSE</th>
<th>PSNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>LMS (Training)</td>
<td>0.00075</td>
<td>31.21</td>
</tr>
<tr>
<td>LMS (evaluation)</td>
<td>0.000432</td>
<td>33.63</td>
</tr>
<tr>
<td>DLMS (Training)</td>
<td>0.0008</td>
<td>30.95</td>
</tr>
<tr>
<td>DLMS (evaluation)</td>
<td>0.0004</td>
<td>33.26</td>
</tr>
<tr>
<td>TVLMS (Training)</td>
<td>0.0007</td>
<td>31.16</td>
</tr>
<tr>
<td>TVLMS (evaluation)</td>
<td>0.0004</td>
<td>33.62</td>
</tr>
</tbody>
</table>
From the above table it shows that PSNR value of LMS algorithm is highest and then TVLMS algorithm. For this purpose the importance of using LMS algorithm is faster than other.

2. Similarly, we used the bubble sound for the evaluation of LMS, DLMS and TVLMS algorithm. They are removed the unwanted noise from sound wave but in the evaluation Part by using the software noisy is added in the original sound.

**For the LMS Algorithm**

![Output of LMS algorithm](image)

In LMS algorithm original sound can be heard thus the original waveform shown but we added the noise in the original sound wave. That is the noise is removed from sound wave gives the denoised sound.

**Figure (a) Output of LMS algorithm**

**For the DLMS Algorithm**

![Output of DLMS algorithm](image)

Same procedure should be applied here. Original sound can be heard we mixed noise for that the signal and removed the unwanted noise from that sound.

**Figure (b) Output of DLMS algorithm**
For the TVLMS Algorithm

![Image of TVLMS algorithm output]

**Figure (c) Output of TVLMS algorithm**

The input sound given to MATLAB removes the noise but this sound also weak in clarity as compared to LMS algorithm. It is shown as given in above figure in wave format.

**Table 2 Performance of comparison between LMS, DLMS & TVLMS adaptive filters for the bubble sound wave.**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>MMSE</th>
<th>PSNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>LMS (Training)</td>
<td>0.0006</td>
<td>31.79</td>
</tr>
<tr>
<td>LMS (evaluation)</td>
<td>0.0003</td>
<td>34.40</td>
</tr>
<tr>
<td>DLMS (Training)</td>
<td>0.0004</td>
<td>33.89</td>
</tr>
<tr>
<td>DLMS (evaluation)</td>
<td>0.0004</td>
<td>33.89</td>
</tr>
<tr>
<td>TVLMS (Training)</td>
<td>0.0006</td>
<td>31.71</td>
</tr>
<tr>
<td>TVLMS (evaluation)</td>
<td>0.0003</td>
<td>34.32</td>
</tr>
</tbody>
</table>

From the above table it shows that PSNR value of LMS algorithm is highest and then TVLMS algorithm. For this purpose the importance of using LMS algorithm is faster than other.

3. Similarly, we used the Car sound for the evaluation of LMS, DLMS and TVLMS algorithm. They are removed the unwanted noise from sound wave but in the evaluation Part by using the software noisy is added in the original sound.
For the LMS Algorithm

In LMS algorithm original sound can be heard thus the original wave form shown but we added the noise in the original sound wave. That the noise is removed from sound wave gives the denoised sound.

**Figure (a) Output of LMS algorithm**

For the DLMS Algorithm

Same procedure should be applied here. Original sound can be heard we mixed noise for that the signal and removed the unwanted noise from that sound.

**Figure (b) Output of DLMS algorithm**

For the TVLMS Algorithm

**Figure (c) Output of TVLMS algorithm**
The input sound given to MATLAB removes the noise but this sound also weak in clarity as compared to LMS algorithm. It is shown as given in above figure in wave format.

**Table 3** Performance of comparison between LMS, DLMS & TVLMS adaptive filters for the Car sound wave.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>MMSE</th>
<th>PSNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>LMS (Training)</td>
<td>0.0014</td>
<td>28.38</td>
</tr>
<tr>
<td>LMS (evaluation)</td>
<td>0.0007</td>
<td>31.22</td>
</tr>
<tr>
<td>DLMS(Training)</td>
<td>0.0014</td>
<td>28.27</td>
</tr>
<tr>
<td>DLMS (evaluation)</td>
<td>0.0007</td>
<td>31.13</td>
</tr>
<tr>
<td>TVLMS (Training)</td>
<td>0.0014</td>
<td>28.28</td>
</tr>
<tr>
<td>TVLMS (evaluation)</td>
<td>0.0007</td>
<td>31.14</td>
</tr>
</tbody>
</table>

From the above table it shows that PSNR value of LMS algorithm is highest and then TVLMS algorithm. For this purpose the importance of using LMS algorithm is faster than other.

Above three tables it shows that PSNR value of LMS algorithm is higher than other algorithms. So that the algorithm is totally depends on the PSNR value. Therefore LMS algorithm is faster than DLMS and TVLMS algorithm.

**5. CONCLUSION**

The primary objective of the thesis was to clear noise from desired sound. Also to improve the sound clarity due to mixing of noise. For this purpose the working of well known filters i.e. LMS DLMS and TVLMS are compared. With using MATLAB a best quality sound is generated by removing the unwanted sound and it gets output of denoisy sound. For this purpose the MATLAB is use. It use a basic software quality a Low Mean Square (LMS) that could be used for wireless applications. LMS was designed such that, it can be capable of removing the unwanted noise. The hardware implementation of adaptive FIR filters is a challenging issue in digital signal processing and communications.
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