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ABSTRACT

In the recent times, the requirement for generation of multi-document summary has gained a lot of attention among the researchers. Mostly, the text summarization technique uses the sentence extraction technique where the salient sentences in the multiple documents are extracted and presented as a summary. In our proposed system, we have developed a sentence extraction based automatic multi-document summarization system that employs fuzzy logic and Genetic Algorithm (GA). At first, the different features are used to identify the significance of sentences in such a way that, each sentence in the documents is specified with the feature score. The feature score is then fed to the fuzzy logic (an AI technique) in which the fuzzy inference engine decides the importance of the sentences based on the fuzzy rules. The fuzzy rules are optimized with the help of GA algorithm and the extraction of sentences can be done based on the fuzzy score of each sentences. A multi-document summary is created from the extracted sentences after removing the redundant sentences. The experiments have been done using the DUC 2002 dataset and the summary is evaluated with the measures such as Precision, Recall and F-measure.
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1. INTRODUCTION

The amount of information is getting enlarged day by day, resulting in information overload. In other words, to utilize the information effectively is a challenging practical task. An urgent need for text summarization has materialized due to information overload [1]. Text summarization relates to the process of obtaining a textual document, obtaining content from it, and providing the necessary content to the user in a shortened form and in a receptive way to the requirement of user or application [2]. The technology eases the inconvenience of information overload because only a concise review has to be considered instead of a complete textual document [3]. From the early stages of text summarization, its main purpose was to assist user find information by condensing the vital information from a fundamental source and providing its shortened form. In this regard, text summarization is regarded as a mediator between the user and information included in several documents [4]. However, text summarization is still under research and has so far dealt with news text. But it is turning out to be a useful tool for information search and choosing in a diverse media.

Recently, automatic summarization has turned out to be a prominent application. This is because of the large quantity of information on the Web [8]. Automatic Text Summarization is a method in which a computer summarizes a text. A text is provided to the computer and it returns a concise and redundant-less extract of the original text. Summaries originate from two categories of text sources, a single document or a document sets [9]. Single document summarization can be defined as the process of creating a summary from a single text document. Multi-document summarization is the method of shortening, not just a single document, but a collection of related documents, into a single summary [10]. Commonly, a precise summary should be pertinent, short and articulate. In other words, the summary should meet the major concepts of the original document set, should be redundant-less and ordered [11]. These attributes are the basis of the generation process of the summary. The quality of summary is sensitive for those attributes relating to how the sentences are scored on the basis of the employed features. Consequently, the estimation of the efficacy of each attribute could result the mechanism to distinguish the attributes possessing high priority and low priority [12].

A multi-document summary possesses some notable merits over a single-document summary. It offers a domain summary of a topic based on a document set representing identical information in several documents, distinct information in separate documents, and association between sections of information across various documents. It can enable the user to look in for more information on certain facets of interest, and look into the distinctive single-document summaries [10]. Most of the similar techniques employed in single-document summarization are also employed in multi-document summarization. There exist some notable disparities [13]: (1) The degree of redundancy contained in a group of topically-related articles is considerably greater than the redundancy degree within an article, since each article is appropriate to illustrate the most important point and also the required shared background. So, anti-redundancy methods play a vital role. (2) The compression ratio (that is the summary size with regard to the size of the document set) will considerably be lesser for a vast collection topically related documents than for single document summaries. When compression demands get intensified, summarization becomes challenging. (3) The co-reference problem in summarization possesses still bigger challenges for multi-document than for single-document summarization [14].
In this paper, we have developed an automatic multi-document summarization system, which employs fuzzy logic and Genetic algorithm. Here, we have used eight different features to identify the significance of sentences in such a way that each sentence in the documents is specified with the feature score. Subsequently, the feature score is applied to the fuzzy logic, an AI technique, in which the fuzzy inference engine decides the importance of the sentences based on the fuzzy rules. The optimized rules generated by the Genetic algorithm are used as fuzzy rules. The sentences are then extracted based on the fuzzy score of the sentences and the extracted sentences make up a multi-document summary after removing the redundant sentences. We have used DUC 2002 dataset to evaluate the summarized results based on the measures such as Precision, recall and f-measure.

The rest of the paper is organized as follows: The review of related researches is given in section 2. The proposed automatic summarization system is presented in section 3. The experimental results and analysis are given in section 4. Finally, the conclusions are summarized in section 5.

2. REVIEW OF RELATED RESEARCHES
A handful of researches are available in the literature to summarize the multiple documents. Recently, several researches have been presented a multi-document summarization system based on Artificial Intelligence techniques. Some of the works presented in the multi-document summarization are given as follows:

Dragomir R. Radev et al. [15] have presented a multi-document summarizer, MEAD, which created summaries by employing cluster centroids generated by topic detection and tracking system. It discussed two techniques, a centroid-based summarizer, and an evaluation scheme on the grounds of sentence utility and subsumption. The assessment was subjected to single and also multiple document summaries. In the end, they elaborated about two user studies that test the models of multi-document summarization. Marie-Francine Moens et al. [22] have analyzed and discussed about the technologies for single and multi-document summarization which can be employed on heterogeneous texts for diverse summarization tasks. They have attributed the removal of main sentences from the documents, compressing the sentences to the appropriate content, and identifying redundant content throughout the sentences.

Fu Lee Wang et al. [16] have presented a multi-document summarization system to obtain the critical information from terrorism incidents. News articles of a terrorism happening were arranged into a hierarchical tree structure. Fractal summarization model was used to produce a summary for all the news stories. Experimental results proved that the system efficiently extracted the main information for the incident. Dixin Liu et al. [17] have proposed the multi-document summarizer employing genetic algorithm-based sentence extraction (SBGA) regards summarization process as an optimization problem where the optimal summary was selected among a summary sets created by the conjunction of the original articles sentences. To unravel the NP hard optimization problem, SBGA employed genetic algorithm, which could select the optimal summary on global aspect. To enhance the correctness of term frequency, SBGA used a TFS method, which considered word sense while determining term frequency. The experiments on DUC04 data proved that their strategy was efficient and the ROUGE-1 score was only 0.55% lesser than the best one in DUC04.
3. A SYSTEM FOR MULTI-DOCUMENT SUMMARIZATION BASED ON FUZZY LOGIC AND GENETIC ALGORITHM

Multi-document summarization is an automatic process that aims to extract the relevant summary from the multiple documents that are written about the same events. The automated procedures for generation of single document summary have been introduced in 1950's but still it has been received considerable attention among the researchers. Since the contents on the web are growing very rapidly, there is a strong need to summarize a large set of documents in a short period of time. So, several researchers [22-27] have been successfully made use of automated procedure for generating a relevant, concise and fluent summary from the multiple documents. In this research, we have developed an automated multi-document summarization system, which utilizes the fuzzy logic based summarization where the rules are optimized by the Genetic algorithm.

The steps involved in the proposed system for producing a multi-document summary from the multiple documents are,

1. Preprocessing
2. Computation of feature score using different features
3. Fuzzy modeling and generation of fuzzy rules using GA
4. Removal of Redundant Sentences

3.1. Preprocessing

The multiple documents are preprocessed using the techniques namely, Sentence segmentation, removing stop words and stemming. Thus, each sentence with their corresponding ID and the words containing in each sentence are extracted.

- **Sentence segmentation:** Separation of each sentences using the delimiter ("." full stop).
- **Stopword Removal:** Removes of stop (linking) words like “have”, “been”, “it”, “can”, “may”, “and”, “by”, “from”, “of”, “the”, “to”, “with” and the like from the document [19].
- **Stemming algorithm:** Removes the prefixes and suffixes of each word [18].

3.2. Computation of Feature Score Using Different Features

The preprocessed documents are then utilized to compute the feature score for every sentence in accordance with the eight different features. The different features taken for our proposed system are as follows:

1. **Word similarity among documents:** A sentence is assigned by a high score based on the similar terms (words) among all the documents and the high frequency count. Here, we take the top \( n \) -frequent words from every documents and identify the similar keywords in the frequent word list. For every sentence, we count the number of occurrences of these similar identified keywords. Feature score, word similarity among document is calculated by the ratio of the similar keywords count of the given sentences to the number of frequent words (\( n \)) is taken to find the similarity.

2. **Centroid value:** Centroid [15] is a feature value which is used to identify the salient sentences for summarizing the multiple documents. The centroid value for each sentence (\( C_s \)) is the sum of the individual centroid of the words (\( C_w \)) containing in the sentence. The centroid of each word or term is the product value of term frequency (\( TF \)) and the inverse document frequency (\( IDF \)). The
term frequency (TF) is the number of occurrences of a given term appeared in the document. The inverse document frequency (IDF) is obtained by the division of the number of documents in the document set and the number of documents containing the given word, and then find the logarithm of that quotient.

\[ C_s = \sum_{i=1}^{m} C_{w_i} \]

\[ C_w = TF \times IDF \]

\[ IDF = \log \left( \frac{\text{Number of documents}}{\text{Number of documents containing the given word}} \right) \]

Where, \( C_s \rightarrow \) Centroid value of the sentence

\( C_w \rightarrow \) Centroid value of the word

\( TF \rightarrow \) Term Frequency

\( IDF \rightarrow \) Inverse Document Frequency

3. **Paragraph Frequency:** The words are extracted from individual paragraphs and also identify the number of occurrences of the extracted words among the paragraphs. The number of occurrences of keywords is summed up to get the paragraph frequency of the given paragraph. The feature score is computed by the ratio of the paragraph frequency of the given paragraph to the maximum paragraph frequency in the document. The feature score for each sentence in the given paragraph is same as the feature score of the given paragraph.

4. **Positional based score:** The maximized centroid value is given as a score value for the first sentence in the given document and the remaining sentences get the score value based on their corresponding position in the document. The positional score \( P_{s_k} \) for all sentences within a document calculated is given in [15]:

\[ P_{s_k} = \frac{n-k+1}{n} \times C_{\text{max}} \]

Where, \( C_{\text{max}} \rightarrow \) Maximized centroid value

\( n \rightarrow \) Number of sentences in a document

5. **Format based score:** In general, the important words of the sentences are represented with the specific formats like Italics, Bold, underlined and different font sizes. The words represented with the above specific formats are likely important for the summarized result. The feature score is the ratio of the number of words in the sentence with special format to the total number of words in the sentence.

6. **Numerical data:** The numerical data presented in the document have some significant information and it would more likely include in the summary. The sentences contained numerical data are the most preferable sentences. The feature score is calculated by the ratio of the number of numerical data occurred in the sentence and the length of the sentence.
7. **Title features:** The title words are probably an important feature when summarizing the document. The feature score for this feature is computed as the ratio of the number of similar title words in the sentence to the total number of words in the title.

8. **Sentence length:** This feature is useful for removing the short sentences. Generally, the short sentences are the news article contains datelines and author name. But, it is not necessary for the summary. So, the sentence length feature has given more priority for the long length sentences rather than the short one. It is defined as the ratio of number of words occurring in the sentences and the number of words in the longest sentence in the document.

### 3.3. Fuzzy Modeling and Generation of Fuzzy Rules Using GA

The term "fuzzy logic" resulted in the development of the theory of fuzzy sets by Zadeh [20]. The fuzzy logic is an extension of the classical logic in form of generalization of the classical logic inference rules which has capability to deal with approximate reasoning. The fuzzy set is an expansion for the traditional set “crisp set” in which each member has a degree of membership to that set determined by membership function. The membership function is a function that gives membership degree to each member in the target set, the range of membership degree between zero and one. The fuzzy logic has benefit in terms of simplicity of development and modification because the rules are well understandable and simple to modify, add novel rules or remove existing rules [21].

Here, we make use of the fuzzy logic system in the proposed multi-document summarization system. The sentences presented in the documents are assigned by a feature score using the aforementioned eight features. The feature score of each sentence is given as an input to the fuzzy logic system. The advantages of using fuzzy logic system are (1) Allows imprecise/contradictory inputs, (2) Permits fuzzy thresholds, (3) Reconciles conflicting objectives (4) Rule base or fuzzy sets easily modified. The fuzzy logic system consists of four components: (a) Fuzzifier (b) Rule base (c) inference engine (c) Defuzzifier.

#### 3.3.1. Fuzzifier

The obtained feature score of every sentence is fed to the fuzzifier, which converts the numerical data into the linguistic values (High, medium, low). The linguistic values of each feature score is obtained using the membership function, which is a curve that defines how each point in the input feature score is converted into a membership value (or degree of membership) between 0 and 1. Here, we use the triangle membership function which is defined as follows,

\[
f(x:a,b,c) = \begin{cases} 
0, & \text{if } x < a, x > c \\
\frac{x-a}{b-a}, & \text{if } a \leq x \leq b \\
\frac{a-x}{b-a}, & \text{if } b \leq x \leq c 
\end{cases}
\]

Where a, b and c are characteristic parameters of a fuzzy set.

#### 3.3.2 Fuzzy Rule Base

Once the inputs have been fuzzified, we define the fuzzy rules which are important for any fuzzy system. In general, fuzzy logic based summarization system has used
the manually defined fuzzy rules. This approach is not an effective one when the number features and linguistic variable is large. In order to obtain the effective rules, we have used Genetic algorithm to provide optimized rules for the fuzzy system. The obtained optimized rules are then stored in the fuzzy rule base.

3.3.3 Generation of Fuzzy Rules Using Genetic Algorithm

Genetic algorithm is used in various applications to find the optimal solution. Genetic algorithm (GA) is an evolutionary algorithm that evolves computer programs and predicts mathematical models from experimental data. GA starts with a random population of candidate solutions in the form of chromosomes. The chromosomes are then evaluated based on a fitness value and chosen by fitness to reproduce with modification via genetic operations such as crossover and mutation. The new generation of solutions goes through the same process until the termination criteria is satisfied. The fittest individual serves as the final solution. We have utilized the GA algorithm to find the optimal rules for fuzzy system to summarize the multiple documents.

- **Chromosome initialization**: Initially, the set of chromosomes are generated randomly and each chromosome consists of eight genes that represent the linguistic variable of each features.

- **Fitness function**: Fitness function is used to evaluate the survival of the chromosomes and the fitness function is computed as follows,

\[
F_T = \frac{\sum_{J=\text{H,M,L}} G_m(J)}{\sum_{J=\text{H,M,L}} G(J)} ; J=\{\text{High, Medium, Low}\}
\]

Where, \( F_T \rightarrow \) Fitness function

\( G_m(J) \rightarrow \) Number of genes co-occurring in chosen chromosome and the reference chromosome

\( G(J) \rightarrow \) Number of genes presented in the reference chromosome.

- **Crossover and Mutation**: In the first level of iteration, two chromosomes are generated randomly and the fitness value is calculated for the randomly generated two chromosomes. The crossover and mutation operation is applied over the randomly generated chromosomes. Here, we used the single point cross over and mutation operation. Then, the fitness value is computed for the newly generated chromosomes and the better chromosome is selected from the first iteration. The better chromosome from the first iteration is to be given to the next level of iteration with one randomly generated chromosome. Again, crossover and mutation is done with the above two chromosomes and the better one is selected based on the fitness value. This process is repeated for ‘\( n \)’ number of iterations.

- **(d) Chromosome selection**: We obtained the better set of chromosomes once the ‘\( n \)’ number of iteration gets terminated and they are sorted based on the fitness value. The optimized chromosomes are taken from the sorted list of chromosomes. Each optimized chromosome represents the fuzzy rule, which is used for finding the importance of sentences.
3.3.4. Inference Engine
The inference engine is used to provide the score for every sentence based on the fuzzy rules enclosed in the fuzzy rule base. It provides the fuzzy set \{important, unimportant\}, which means whether the sentences are important or unimportant. The fuzzy rule enclosed in the rule base consists of two parts antecedent and consequent. Antecedent is defined by the multivariate membership functions and consequent is the inference of the rule which determines whether the sentence is important or unimportant based on the input. The fuzzy rule is expressed as: IF (Word similarity among documents is H) and (Centroid value is H) and (Positional based score is H) and (Paragraph Frequency is M) and (Format based score is L) and (Numerical data is H) and (Title features is M) and (Sentence length is L) THEN (Sentence is important).

3.3.5. Defuzzifier
The input for the defuzzifier is a fuzzy set \{important, unimportant\} and the output is a crisp value. The resultant crisp value is the final score of each sentence.

3.4. REMOVAL OF REDUNDANT SENTENCES
The sentences that are extracted from the multiple documents based on the final score generated by defuzzifier. The extracted sentences constitute the summary which may consist of redundant sentences, due to the fact that the multiple documents are written about the same events. So it is necessary that the redundant sentences must be removed from the summary. The redundant sentences are identified by the similar words occurring among the sentences. The formula used to perform the redundant removal process in between two sentences is given in [15],

\[ R = \frac{2 \times N_s}{N_1 + N_2} \]

Where, \( R \rightarrow \) Redundancy of two sentences
\( N_s \rightarrow \) Number of similar words in the first and second sentences
\( N_1 \rightarrow \) Number of words in the first sentence
\( N_2 \rightarrow \) Number of words in the second sentence

4. EXPERIMENTAL RESULTS AND ANALYSIS
This section describes the experimental results of the proposed multi-document summarization system. The proposed system is implemented in MATLAB (Matlab7.8). We have used the DUC 2002 dataset in our experiments to generate the multi-document summary.

4.1. EVALUATION MEASURE
The proposed multi-document summarization system has utilized the evaluation measures such as precision, recall and F-measure for validating our proposed approach. For evaluation, we have used the summary presented in the dataset. (1) Precision: It is the ratio of the number of similar sentences in both the summaries and the number of sentences in the summary generated by the proposed system. (2) Recall: It is the ratio of the number of similar sentences in both the summaries and the number of sentences in the summary presented in the dataset. (3) F-measure: F-
measure is a measure that combines Precision and Recall. It is defined by the following equation.

\[ F_m = 2 \cdot \frac{P \cdot R}{P + R} \]

Where, \( F_m \rightarrow \text{F-measure} \)

\( P \rightarrow \text{Precision} \)

\( R \rightarrow \text{Recall} \)

4.2 Experimental Results

The experimental results of the proposed multi-document summarization system are presented in this section. The multi-documents (written about the same topic) available in the DUC 2002 dataset is used in our proposed multi-document summarization system that generates the multi-document summary. The generated summary is evaluated with the summary presented in the dataset using the measures such as precision, recall and the F-measure. The evaluation measures are computed for different percentage in summary (with respects to documents size) and the results are given in table 1. The corresponding graph is shown in figure 2.

<table>
<thead>
<tr>
<th>% in summary</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>0.565</td>
<td>0.43</td>
<td>0.488</td>
</tr>
<tr>
<td>50</td>
<td>0.517</td>
<td>0.5</td>
<td>0.508</td>
</tr>
<tr>
<td>60</td>
<td>0.5</td>
<td>0.533</td>
<td>0.515</td>
</tr>
</tbody>
</table>

Figure 2 Evaluation measures vs. % in summary

5. CONCLUSION

We have developed automatic multi-document summarization system which incorporates the fuzzy logic and GA algorithm. We have used eight different features for feature extraction phase. The feature score of the sentences is applied to the fuzzy logic system in which the fuzzy rules are optimized with the help of Genetic Algorithm. We have used DUC 2002 dataset to evaluate the summarized results based
Multi-Document Summarization System: Using Fuzzy Logic and Genetic Algorithm

on the measures such as Precision, recall and f-measure. The experiment results showed that the incorporation of fuzzy logic with GA effectively summarize the multi-documents.
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